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What constitutes an intelligent, adaptive, highly efficient communication service for grid computing? An intelligent service can accurately assess the end-to-end system’s state to determine how (and whether) to modify the data transfer’s behavior. An intelligent controller could, for example, respond more aggressively to a network-related loss than to a loss caused by events outside the network domain. An adaptive communication service can either change its execution environment or adapt its behavior in response to changes in that environment. An efficient communication service can exploit the underlying network bandwidth when system conditions permit. It can also fairly share network resources in response to observed (or predicted) network contention.

A necessary milestone on the path to such next-generation communication services is the development of a classification mechanism that can distinguish between various data-loss causes in cluster or Grid environments. We’re developing such a mechanism based on packet-loss signatures, which show the distribution (or pattern) of packets that successfully traversed the end-to-end transmission path versus those that did not. These signatures are essentially large selective-acknowledgment packets that the data receiver collects and, upon request, delivers to the data sender. We refer to them as packet-loss signatures because a growing set of experimental results shows that different data-loss causes have different signatures.1,2 The question then is how to quantify the differences between packet-loss signatures so that a classification mechanism can identify them. 

Our approach is to treat packet-loss signatures as time-series data and to apply techniques from symbolic dynamics to learn about the time series’ dynamical structure. We quantify the structure in the sequence based on its complexity. We’ve learned that the complexity measures of packet-loss signatures have different statistical properties when the cause of such loss lies inside rather than outside the network domain. In fact, these statistical properties are different enough to let us construct, using Bayesian statistics, rigorous hypothesis tests regarding the cause of data loss.3 We’re currently developing the infrastructure required to perform such hypothesis testing in real time.

Next, we plan to develop and evaluate a set of responses tailored to particular data-loss causes. We'll explore, for example, data-receiver migration and user-specified limits on CPU utilization for data loss caused by contention for CPU resources.  
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