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Introduction Several recent technological devel-
opments have contributed to the ability of individ-
uals and organizations to monitor people at a level of
detail previously reserved for science-fiction movies.
Global-positioning system (GPS) devices, video cam-
eras, RFID tags, sensors [19], and other devices that
permit fine-grained monitoring of objects and people
are now produced with mass-market efficiencies and
very low prices. Concurrent improvements in the ca-
pabilities and prices of networking and mass storage
devices have made the collection and perpetual stor-
age of detailed monitoring data not only feasible, but
quite inexpensive. In fact, in most cases there are
few, if any, technological reasons for ever destroying
data collected in this manner.

Benefits In several scenarios, the advantages of
these technologies are quite obvious. For example,
much has been written about the potential of RFID
tags to revolutionize the entire distribution and re-
tail business by permitting accurate and up-to-the-
minute monitoring and control of inventory. Simi-
larly, GPS devices are invaluable tools for naviga-
tion and rescue. One is likely to be thankful for
the location-advertising features of cell phones in an
emergency situation. Inexpensive sensors placed at
remote locations or attached to animals provide a
wealth of scientific data that would otherwise be very
difficult or impossible to obtain.

These technologies are also useful in several less ob-
vious scenarios. For example, the ability to monitor
visitors’ locations accurately may permit a national-
park ranger to allow access to areas that would oth-
erwise be completely off-limits due to infeasibility or
expense of ensuring safety. Further, monitoring the
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routes of visitors may help guide decisions on im-
provements to park facilities.

Dangers It is already quite easy to monitor the lo-
cation of a person over time. For example, we may
infer a person’s location using his or her cell phone
(using GPS or signal-strength data), Internet activity
(service-provider logs), cameras in various public and
private locations (parking lots, convenience stores),
and so on. These information channels are likely to
become more numerous and more accurate over time.
Further, while each source of data is quite powerful on
its own, the increasing interconnection of such sources
and resulting correlation of data (e.g., credit card in-
formation from convenience store and RFID tag from
bookstore) increases the power manifold.

For example, an RFID tag encodes and announces
a unique identifier that permits tracking of individual
items at very low cost. Unlike UPC bar-codes, RFID
tags permit the tracking of individual items (e.g., ra-
zor blade package number 736) and not just prod-
uct types (Gillette razor model G4). Further, read-
ing an RFID tag requires only moderate proximity
and radio-frequency communication, and can there-
fore be accomplished without alerting others. It is not
clear whether it will be easy to remove RFID tags
from products after purchase; however, it is likely
that such removal will be difficult or impossible, since
many RFID tags are also designed to serve as theft-
prevention devices. When such tags are embedded in
clothing, books, and other everyday articles, a sim-
ple RFID scan may reveal an embarrassing wealth of
personal data.

Technology We now address the following specific
problem: How should location data be managed in
order to permit a balance between privacy and util-
ity? We will focus on mechanisms, and not policies,
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for privacy-sensitive use of data. The goal is to pro-
vide mechanisms that permit a wide range of privacy
policies to be implemented (and enforced).

A key decision in managing location data (or any
data where privacy is a major concern) is the choice
of a storage location [20]. In general, storing data
at a location fully under the control of the person it
describes is likely to provide privacy benefits. For ex-
ample, Alice’s GPS receiver may store very detailed
information about her whereabouts (as time-coded
track-points). Since the GPS receiver remains under
Alice’s control, one may assume that there are no
significant privacy concerns. However, even in this
simple situation, care must be exercised. If Alice con-
nects her receiver to her computer and then browses
some Web site, the track data could very easily be
compromised (e.g., using scripting or simple social
engineering).

Even if Alice is careful not to reveal sensitive data
from her GPS receiver in the obvious ways (e.g., by
turning scripting off and filling out Web forms care-
fully), a Web site operator may be able to infer sig-
nificant information based on Alice’s access patterns.
For example, if Alice uses a Web site for download-
ing maps in order to plot the course of her morning
jog, anyone with access to the Web server logs may
be able to reconstruct substantial parts of the route,
especially by making use of supplemental informa-
tion and assumptions (e.g., jogging is most likely to
occur on a well-established trail or path). The gen-
eral problem of accessing a database (map server in
our example) in a manner that does not divulge sen-
sitive information to the database owner has been
studied as the problem of Private Information Re-
trieval (PIR) [13, 3]. Unfortunately, the current tech-
niques often make several restrictive assumptions and
require considerable computing (processing and net-
work) resources.

Storing data on a device under direct control of
the person it describes also creates other problems.
In some cases, the data may describe more than one
person and may be difficult to divide into per-person
partitions. Further, querying and manipulating such
data is difficult. For example, consider the geocoded
data generated by several devices on board an am-
bulance (multiple cell phones, GPS devices, sensors).
In order to plan and monitor the activities of a fleet
of ambulances, it is necessary to access such loca-
tion data from a central site. If the data remains
on the on-board units, such querying poses a diffi-
cult information-integration problem. Further, loss

of data (due to device failure or operator error) is
much more likely when data is stored in a disparate
and poorly managed collection of devices.

We need methods that permit location data to be
transmitted and stored by a number of different com-
puters without compromising privacy. An especially
interesting case is when the data must traverse a set
of computers in a peer-to-peer [25], sensor [19], or
distributed upload [14] network (e.g., the method of
privacy homomorphisms [7]). This need gives rise to
several sub-problems. When data is shared across
databases (belonging to different individuals or orga-
nizations), we would like to ensure that unnecessary
data is not revealed to the other party. Recently pro-
posed methods for privacy-preserving database op-
erations [18] may be used for this purpose. How-
ever, the work to date has focused on very simple
operations (e.g., set intersections) and further work
is needed to support other operations.

When location data is transmitted and stored by
a third party, ensuring the authenticity and accu-
racy of the data is an important concern. Recent
work on authentic third-party data publication and
authentic data structures and trust management is
relevant here [28, 11, 1, 6]. While it is trivial to sign
all data using cryptographically strong schemes, such
a method does not permit effective querying or gen-
eration of derived data. Methods for evaluating SQL
queries on relational data may be adapted to location
data [15]. These methods permit a trade-off between
the granularity at which the server is aware of the
client’s location and the efficiency of queries. Unfor-
tunately, this trade-off cannot be made dynamically.

It is important to prevent not only direct expo-
sure of sensitive data, but also exposure through
more circuitous routes, such as inference based on
a knowledge of the database or domain. This so-
called inference problem has been extensively stud-
ied in the context of standard relational databases
[12, 27]. However, the spatio-temporal nature of lo-
cation data poses some additional challenges. For ex-
ample, a query that can only narrow down a person’s
location to a 20 square-mile area may be considered
acceptable from a privacy point of view. However, if
the area in question is in remote Nevada with only
one highway through it, the result is a much more
precise determination of location.

Location data that is stored or referenced on the
Web raises additional concerns. Web sites can cor-
relate information using cookies and other features,
posing additional privacy concerns [23, 29]. For ex-
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ample, a Web site may be able to access sensitive
information stored in a cookie by another Web site,
leading to identity theft [5]. Initiatives such as P3P
are promising developments in this arena [8]. Simi-
larly, methods that provide secure access control for
XML, which is likely to become the lingua franca of
the Internet, can be used to support a fine-grained
access control policy [10].

Education and Public Policy In the light of the
formidable technical challenges posed by needs of
privacy-sensitive management of location data, it is
perhaps easy to lose sight of the broader issues of ed-
ucation and public policy. This point is perhaps best
made using a topical example which, while not spe-
cific to location data, serves well to illustrate how eas-
ily privacy can be eroded.1 The past few weeks have
witnessed a flurry of articles in the mainstream press
addressing the privacy concerns raised by Google’s
new GMail service. (Templeton’s article provides a
good summary [26].) In a nutshell, GMail provides its
subscribers free email service, along with enough stor-

age to store all their email forever.2 The controversial
issues center around how Google, as a profit-seeking
company may use the wealth of information that is
easily available from a person’s email history. For ex-
ample, advertising links on Google’s search pages may
be tailored to the perceived interests of the viewer, as
gleaned from his or her email messages. It is not hard
to imagine embarrassing, dangerous, or even sinister
consequences of this setup.

While the privacy concerns raised by GMail are
certainly worth serious consideration, more interest-
ing is the fact that many of these concerns are al-
most equally applicable to a variety of other service
providers (email, Internet, news, and so on). Yet,
these concerns had received very little attention prior
to the GMail story. For example, an email service
provider, such as Yahoo or Hotmail, already has ac-
cess to a large collection of email messages. Although
the limited storage provided by these services may re-
sult in a quantitatively different problem, it is likely
to be qualitatively quite similar. (For example, much
can be inferred about a person’s interests and recent
activities by examining only a week’s worth of mes-
sages.) Even more sensitive information is available

1To see a more direct connection to location privacy, it suf-
fices to replace GMail with a service such as geocaching.com.

2More precisely, it currently provides a gigabyte of storage,
which permits most casual email users to store all their mes-
sages for a very long time.

to an Internet service provider, who can easily moni-
tor the Web sites frequented by a customer.

Few email users are aware of the ease with which
their activities can be monitored and of the laws
(or lack thereof) governing their messages (e.g., the
Stored Communications Act [17]). This situation
is more troubling given the relative technical ease
with which many of the problems can be addressed
(e.g., by using encryption, storing messages on foreign
servers for no longer than 180 days, etc.). When pre-
sented with the facts on the ease with which their pri-
vacy may be compromised [24], people often respond
by assuming that no one is likely to have enough of
an interest in their lives to warrant such snooping. In
effect, many are still mentally in a world in which pri-
vacy is the default and publicity requires effort while
the reality is closer to the opposite, a panopticon so-
ciety [16]. This situation underscores the importance
and difficulty of educating a population that is be-
ing thrust into using technologies that can seriously
erode their privacy at an ever-increasing rate.

The appropriate response in terms of public policy
is certainly not clear and the policy decisions are at
least as difficult as the technical ones. Geographical
information has an interesting legal history (e.g., fair-
housing laws). However, the availability of a large
amount of very detailed geocoded data that can be
correlated with other databases raises concerns that
were not previously critical [9, 4]. Ideas such as treat-
ing privacy as intellectual property are intriguing and
deserve further debate [22]. While intellectual prop-
erty rights may enhance privacy in this manner, used
elsewhere (e.g., to prevent analysis of software used
for managing ones data) they may erode privacy be-
cause the user cannot verify how his or her data is
being used [21, 2].
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