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Abstract

Radio-Frequency Identification (RFID) tech-
nology enables sensors to efficiently and in-
expensively track merchandise and other ob-
jects. The vast amount of data resulting
from the proliferation of RFID readers and
tags poses some interesting challenges for data
management. We present a brief introduction
to RFID technology and highlight a few of the
data management challenges.

1 Introduction

RFID technology has gained significant momentum in
the past few years, with several high-profile adoptions
(e.g., Walmart.) In addition to applications in retail
and distribution, RFID technology holds the promise
to simplify aircraft maintenance, baggage handling,
laboratory procedures, and other tasks. RFID tags
have recently been used to monitor patients in their
homes, in order to alert medical workers when abnor-
mal conditions are observed [19]. Standardization ef-
forts such as EPC-IS and PML Core [7] provide the
beginnings of a framework for using this technology
that spans industries.

Nevertheless, there are some significant challenges
that must be overcome before these benefits are re-
alized. Below, we first present an overview of RFID
technology, with a focus on major recent applications,
such as retail and distribution. We present a high-level
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system architecture of a distributed RFID system, fol-
lowed by a discussion of some key data management
challenges. We hope to expose some of the issues raised
by this technology and to stimulate further work in the
area.

The core RFID technology is not new, and its roots
can be traced back to World War II where it was used
to distinguish between friendly and enemy aircrafts
[18]. Technological improvements over the years have
led to smaller and cheaper RFID devices. A single-chip
design led to the RFID tag, a small device composed
of a chip, an antenna, and an optional power source,
that carries a unique identifier. The 1990s witnessed
the use of such tags for card-keys, fuel-station payment
systems, and automated toll payment. Such tags were
typically specialized for a certain class of applications
and cost a few dollars each. The tags typically stored
application-specific data and were capable of modest
processing on-tag.

Recent years have seen the emergence of a different
kind of tag: one that is extremely limited in its abili-
ties and does little more than provide a unique iden-
tifier. This approach has two key advantages: First,
the simplicity of the tags makes it possible to man-
ufacture them at very low cost. (The target number
quoted is 5 cents per tag, a price achievable when the
volumes reach the billions.) As a result, it is econom-
ically feasible to attach such tags to a large number
of objects, even very inexpensive ones (e.g., razors in
a retail store). Second, the tags are not application-
specific and can be used across application domains.
As a result, standards developed for managing RFID
data are likely to see a wide cross-industry adoption.

The ability to inexpensively [16] tag and thus mon-
itor a large number of items does raise some serious
privacy concerns, especially when the tags are small
enough to be unobtrusively attached [20]. Many RFID
tags accept a kill command that permanently disables
the tag. Conceivably, this feature may be used to pro-
tect consumers by disabling the tags when the items
are purchased at checkout. Another alternative is the



Figure 1: RFID tags

use of techniques such as blocker tags [10].

RFID devices are capable of operating on frequen-
cies ranging from 100 Hz to beyond 2.5 GHz. How-
ever, due to regulatory restrictions (typically, country-
specific) on use of the radio-frequency spectrum, only
a few frequencies are commonly used. The two most
common are 13.56 MHz in the HF band and some
frequencies around 900 MHz in the UHF band. The
HF frequency is usable world-wide, while the UHF fre-
quencies are usable only in the U.S., E.U., and Japan
(and vary among them). As in other transmissions,
the frequency affects the characteristics of the resulting
sensing environment. For example, HF signals propa-
gate more easily through plastic, paper, and moisture
than do UHF signals. HF tags are therefore a good
choice for applications such as tagging bottles for the
pharmaceutical industry. On the other hand, UHF
signals have a longer range in the absence of obstruc-
tions. Therefore, UHF tags are a better choice for
tagging items for the retail industry.

RFID tags may derive the energy to operate either
from an on-tag battery or by scavenging power from
the electromagnetic radiation emitted by tag readers.
Further, tags may respond to signals from a reader
by either passively reflecting or actively transmitting
a signal. The features of tags resulting from differ-
ent combinations are summarized in Figure 3. (The
missing fourth combination is not currently used.)

RFID tags (and readers) have been categorized into
five classes based on their capabilities, as summarized
by Figure 4. Devices in the higher classes are, in gen-
eral, larger, more expensive, and more capable than
those in lower ones. For example, a class I device
scavenges power and provides only a simple identifier
using reflective transmission. It may be powered us-

ing a class V device, which is essentially a tag reader
that can communicate with devices of several other
classes. A class II device provides a larger data store
than a class I device. In a shipping application, this
additional memory may be used to store the electronic
packing slip and billing information. (Further details
are available elsewhere [6, 17].) An infrastructure for
RFID needs methods to cope with such a diversity of
devices.

The simplest RFID tag stores only a 96-bit iden-
tifier called the EPC. Such tags typically operate on
the UHF band and are popular in retail and distri-
bution environments (e.g., Walmart) due to their low
cost. Other applications demand tags with enhanced
capabilities. For example, the airline industry is us-
ing HF tags that can operate in the environmental
extremes on an aircraft (including inside the engine)
[11, 1]. These tags store not only an EPC but also
supplementary data such as a the repair and service
history of a part. RFID systems generate data at a
high rate. For example, both UPS and FedEx are
investigating the use of RFID to further streamline
their transportation and delivery systems [8]. Every
day, UPS handles 13.6 million packages, amounting to
roughly 1.3 Gb/day from this source alone, even as-
suming the simplest tag (100 bits) and only one read
per tag per day. In practice, the data rate is likely to
be much higher because a package is scanned at several
locations by several sensors.

2 System Architecture

Figure 5 suggests a layered architecture for managing
RFID data. The lowest layer consists of RFID tags (lo-
cated on objects such as cases and pallets). The next



Figure 2: RFID tag readers

Transmission mode Power source Name Range Life
reflective scavenging passive 3 meters unlimited
reflective battery semi-passive 10 meters 5–10 years

active battery active 100 meters 1–5 years

Figure 3: RFID tags classified by transmission mode and power source
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Figure 5: System Architecture

layer consists of tag readers. The interface between
these two layers is the so-called RFID Air Interface
and the RFID protocols for this interface specify the
low-level details such as anti-collision techniques (sim-
ilar to those used by other networking technologies).
The focus of this paper is the part of the system that
lies above the second layer. The data emerging from
the second layer may be regarded as a stream of tu-
ples of the form (r, s, t), denoting that reader r read
tag s at time t. Both reader and tag are identified
using a global naming scheme called EPC (for Elec-
tronic Product Code, by analogy with the UPC stan-
dard used for bar-codes). Readers emit such tuples
typically in response to some event, such as a timer ex-
piring or a motion-sensor signalling that a new pallet
has arrived at a dock door in a warehouse. A reader’s
mode of operation, and the resulting frequency with
which it emits data, is often configurable. A reader
may also be capable of filtering the stream of tuples in
simple ways.

The third layer of the architecture is responsible for
mapping the low-level data stream from readers to a
more manageable form that is suitable for application-
level interactions. The modules responsible for this
mapping were called Savants in the original EPC work.
Savants may be likened to the wrappers used in data
integration systems. In addition to cleaning data and
coping with the idiosyncrasies of different kinds of
readers, Savants performed further filtering and clean-
ing of data. Savants were also responsible for setting
up the readers (initialization, firmware configurations,
etc.). Today, the Savant concept is subject to a stan-
dardization effort under the new names ”middleware”
and ”edge systems.”

Applications may interact with Savants by issu-
ing simple queries on the state maintained at the Sa-
vant (typically, small) as well as by installing stand-
ing queries (subscriptions) that result in a stream of
matching data. The fourth layer consists of provides
higher-level services that are easier for applications to
use. For example, this level maps EPC codes to the
type of object it represents (individual item, case, pal-
let) and provides information such as product names
and manufacturers. It is also responsible for providing
instance-specific information, such as the expiration
date of the frozen meat represented by an EPC code.

Perhaps the most interesting and challenging tasks
in this layer are those that combine business logic (ob-
tained from other enterprise data systems) with the
stream of data emerging from the sensing framework
below them. For example, a common task is tracking
an item as it travels in the distribution channel (the
so-called track and trace query). At first glance, this
query appears to be nothing more than a simple se-
lection on the tag-ID attribute. However, we need to
address problems due to incomplete sensing data and
make inferences based on physical axioms or business
rules. For example, if a case of razors and a pallet are
sensed together in a packing station, a desirable in-
ference is that the case has been packed in the pallet.
As a result of such packing, it is possible that readers
may fail to sense the tag on the case as the pallet moves
through the distribution channel. An implementation
of the track-and-trace query must implement such con-
tainment scenarios, and must operate correctly when
items are unpacked and repackaged in a distribution
center.

The final component of the architecture in Figure 5



is part of the Object Name Service (ONS). The ONS is
essentially a global lookup service that maps an EPC
to a URL that describes the item represented by the
EPC.

The design of the ONS service [14] uses the NAPTR
facility of the standard Domain Name Service (DNS)
[12, 13, 15] to rewrite EPCs into URLs. The mapping
may be dynamic. For example, as a case of meat prod-
ucts moves from manufacturer to distributor and fur-
ther down the supply chain, the ONS mapping changes
to reflect the current custodian of the product.

3 Inferences

As noted earlier, the base data emerging from a net-
work of tag readers consists of triples of the form
(r, s, t) indicating that reader r read tag s at time t.
In order to transform this raw data into a form that
enterprise applications such as inventory tracking and
resource planning can use, several levels of inference
must be made. As a simple example, we may com-
bine join a relation R1(r, s, t) representing the stream
of data from tag-reader R1 with a relation L(r, l) pro-
viding the locations of readers and a relation N(s, n)
providing the names of items associated with EPCs to
yield a data stream which provides information such
as the existence of 27 cases of Gillette razors in aisle 7.
However, as noted in Section 2, we also need to make
inferences based on containment of items. Further, if a
reader (say, reader 5) that has been continually read-
ing the tag of a case of razors (say, case 73) suddenly
stops reading it, but if none of the neighboring readers
reports any reads for case 73, we may not wish to infer
that case 73 has disappeared. Rather, when asked for
the location of case 73 (or for an inventory count), we
my wish to assume that case 73 is still in the vicinity
of reader 5 but is not being detected due to interfer-
ence, or temporary or permanent malfunction of some
component.

We may build a complex web of such inferences,
yielding derived data with varying levels of confidence.
The methods we use for making, storing, and using
such inferences must handle negations of prior as-
sumptions well. (In other words, some level of non-
monotonic reasoning is required.) For example, sup-
pose the operation of readers at a shipping center in-
dicates that case c1 is now contained in pallet p1. An
application may query for c1’s location and the system
may respond based on the location of the pallet p1 on
truck t1. Now if the readers at the receiving center that
unpacks pallet p1 fail to read c1, we must consider var-
ious possible explanations. Readers may have simply
missed c1 at the receiving site, in which case, we con-
tinue to infer its location based on p1. Alternatively,
readers at the shipping site may have incorrectly read
c1. (Such false positive reads, while less common than
false negatives, do occur.) Another possibility is that
c1 simply fell off the pallet at some location away from

readers or was stolen. False positives may also lead to
a database state that indicates an item’s presence at
two incompatible locations.

At a higher level, an application may wish to ex-
amine the history of inferences and contradicting tag
reads in order to detect problems or improve the in-
ference procedure. For example, if we observe a high
correlation between pallets shipped using truck t1 and
those with missing cases, an investigation may be in
order.

This problem is closely related to the problems of
data provenance and lineage tracing in data ware-
houses [2, 5, 4]. An interesting difference is that while
most data warehouses do not directly control their in-
puts (which are determined, for example, by customer
actions at a cash register), in an RFID scenario, we
have the option of probing readers and changing con-
figurations (often electronically, by adjusting sensitiv-
ity parameters).

4 Online Warehousing

The task of funneling a stream of data from tag readers
to a centralized database (real or virtual) shares many
features with the analogous task in data warehousing
[9]. We need methods for collecting data, cleaning it,
shipping it, installing it at the warehouse, and updat-
ing derived data. As with materialized-view mainte-
nance in data warehouses, we must decide which in-
ferences (Section 3) are made eagerly and which are
made lazily, at query time, with the usual tradeoffs.
However, there are important differences (in addition
to the tentative nature of some inferences in an RFID
system): Currency of data is typically not a major re-
quirement for data warehouses. To the contrary, it is
often desirable that the warehouse be updated only in-
frequently (daily, weekly) and at predictable times, so
that an analyst is guaranteed a consistent working set
over the duration of her study, which may last several
days. In contrast, currency is very important in a typ-
ical RFID deployment. We wish to learn of the arrival
of pallets at a distribution center without significant
delay so that it may be acted upon (unpacked, repack-
aged, shipped) and the inventory turned over quickly.
Thus, we need online methods for data propagation in
the RFID infrastructure.

Another feature that distinguishes an RFID infras-
tructure from a warehousing infrastructure is the much
greater emphasis on station-local activities in the for-
mer. In a typical data warehousing setup (e.g., for
a department store), it is uncommon for the data to
be queried at its source (e.g., the point-of-sale termi-
nal). The emphasis is on aggregating data at a central
warehouse, where it can be indexed and queried using
grouping and aggregation. In contrast, data generated
by the tag readers at a dock door in a distribution
center is more likely to be used within the distribution
center than away from it. For example, the arrival



of pallets as they are unloaded from a truck triggers
tag reads that, in turn, trigger the activation of busi-
ness rules and workflows directing personnel to take
action on the new items. Thus, while warehousing
systems can use a store-and-forward approach to data
generated at point-of-sale terminals and other sources,
an RFID system must enable efficient transformation
(cleaning, filtering, correlation) and querying of data
at the data source (as well as querying from foreign
locations). For this purpose, a carefully crafted data
replication and migration policy is required: A sim-
ple policy is to perform immediate (online) updates to
the local database in response to tag-read and other
event and to push the data to the central infrastruc-
ture (which may be composed of several distributed
servers) using persistent queues [3].

5 Configuration Design

The above discussion has implicitly assumed a pre-
existing placement and configuration of tag readers
and other hardware. In practice, determining num-
ber, type, and placement of readers, and the manner
in which they are connected to other sensors (e.g., mo-
tion detectors) and actuators (e.g., conveyor belt speed
controls) is part of a large design problem.

As an example, suppose we wish to use RFID tags
to keep track of rare books in a large bookstore. Per-
haps the most straightforward design is to assign a
reader to each bookshelf in order to determine the
books in its vicinity. However, the number of read-
ers required by this design, and the implied size of
higher-level infrastructure to support the data rate
from them, may not be economically feasible. An al-
ternate design is to assign readers to the points of entry
and exit from aisles between bookshelves. In this case,
we can infer the current location of a book based on
the location of the reader that read its tag most re-
cently. In the former case, tag readers provide state
information (book x is at location y) while in the latter
case, readers provide change-of-state (event) informa-
tion (book x just entered aisle z). This design choice at
the lower layers of the architecture (Figure 5) affects
the amount and nature of data that must be stored
at other layers. In the state-based design, if all past
sensor readings for book x are somehow lost (perhaps
due to a system malfunction) the book can still be
very easily located by simply issuing a query for its
EPC. In the event-based design, this option may not
be available because the current location of x is out of
the range of all sensors.

As another example, suppose we wish to moni-
tor the operation of a distribution center that re-
ceives shipments of pallets from manufacturers, un-
packs them, and repackages their contents into new
pallets to be shipped down the distribution channel
(thus regrouping items from sender-based groups to
receiver-based groups). We may need to use multiple

tag reader (perhaps of different classes, Figure 4) to
read the tags on the pallets and those on the cases
within them. We also need a method to determine
when one pallet has been completed and a new one
started. A method that relies purely on tag readers
would be error-prone. It is preferable to use a more
reliable indicator of when a pallet is done (say, an op-
tical sensor that detects its passage beyond a certain
point on the conveyor belt). If items move too fast on
a conveyor belt, the readers may miss tags or produce
erroneous reads. Thus, the system must be coupled
with an actuator that controls the speed of the con-
veyor (which is also subject to other constraints, such
as the rate at which a human operator can load or
unload items).

While the hardware configuration (placement of
readers, interconnections, etc.), is difficult to change
on a frequent basis, the software configuration (man-
ner in which readings are interpreted and routed) can
be changed without much labor. This possibility pro-
vides the opportunity to rapidly incorporate new busi-
ness processes into the RFID infrastructure. For exam-
ple, if a batch of oversized items cannot be processed at
the warehouse in the usual manner, a different physical
workflow may be used (perhaps bypassing narrow hall-
ways and expediting outbound shipping for the over-
sized items). A corresponding change to the electronic
(RFID) workflow must also be made. Such changes af-
fect not only the interpretation of the base data from
readers but also higher-level inferences. As an example
of the former, a state-based tag read for regular items
may need to be interpreted as an event-based tag-read
for the oversized items. As an example of the latter,
the presence of oversized items in the warehouse may
increase the likelihood of errors in reading tags (due
to obstruction of signals).

6 Conclusion

We have described the new enterprise applications and
architectures emerging as a result of RFID technology
and illustrated the nature of data management prob-
lems they pose: There is a need for methods that can
cope with the large variety of RFID tags and read-
ers and their differing capabilities. An architecture
for efficiently cleaning, filtering, and augmenting the
raw data generated by tag readers is essential for the
data to provide any real value. We discussed specific
problems in inferencing, online warehousing, and con-
figuration design.
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